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Goal today is to answer the following ques4ons

1) What is meant by MVPA in neuroscience?
 1.1) What kind of questions are addressed with MVPA?
 1.2) Key limitations of MVPA

2) What is meant by RSA in neuroscience?
 2.1) What kind of questions are addressed with RSA?

 2.2) Key limitations of RSA

3) Some ways to mess up your MVPA & RSA analyses

4) Key challenges and future directions
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First, let’s review the concept of a “massively univariate” analysis 
of fMRI data (e.g., Friston et al., 1994; 1995)

What is meant by MVPA in neuroscience?
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Mass univariate analysis of fMRI data

In the 90’s, this powerful 
approach to fMRI data 
analysis revealed multiple 
object category selective 
areas in the human brain

This analysis approach supports a different type of 

Story about content (distinctions that a brain area cares 

1995 1997 1998 2001



Downing et al.
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Mass univariate analysis of fMRI data
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MVPA stands for Multivoxel Pattern Analysis
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Why are “decoding accuracies” prevalent in MVPA studies?

MRI scanner fMRI activation map
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Kamitani and Tong (2005) Nat Neurosci, Haynes and Rees (2005) Nat Neurosci, O’Toole et al (2005)



• The curse relates to difficulties that arise when number of 
datapoints is small relative to the dimensionality of the data

Key concept 1: Curse of dimensionality

• Volume of a space increases rapidly with dimension, so 
available data become sparse

• Amount of data to obtain reliable results (e.g., estimate 
multivariate distributions) grows exponentially with 
dimension

• Sophisticated ML techniques, like SVMs, exist that perform 
well under such conditions



But, what is a “Decoding Accuracy”?

Decoding accuracies are obtained 
from a classification procedure. 

? 

Fig. modified from Eger et al (2008) J Cog Neurosci
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First, a classification model is trained 
on one part of the data

Next, the model is tested on data not 
used to train the model

If model is any good, “decoding 
accuracy” should be “above chance”
(E.g., for a 2-class problem = 50%)
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= ~50% (chance) 

😥
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82.1% (celebrate) 

First, a classification model is trained 
on one part of the data

Next, the model is tested on data not 
used to train the model

If model is any good, “decoding 
accuracy” should be “above chance”
(E.g., for a 2-class problem = 50%)

What is a “Decoding Accuracy”?

Correct classifications
All classifications

=

🕺



Key concept 2: Why is MVPA here to stay?

• Because multivariate methods are sensitive to 
regularities in the data that are in principle undetectable 
(and hence forever hidden) for univariate methods
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Category-selective modules or distributed brain patterns?

Haxby et al (2001) Science
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Decoding grating orientation from human visual cortex

Boynton 2005 (2005) Nat Neurosci

Haynes and Rees (2005) Nat NeurosciKamitani and Tong (2005) Nat Neurosci



Haynes and Rees (2006) Nat Rev Neurosci

🤷Mind reading?



Searchlight analysis

Kriegeskorte, Goebel, and Bandettini (2006) PNAS



Cross-decoding

Fig. from Eger et al (2008) J Cog Neurosci 

• Probing for brain representations that generalize across stimulus transformations

e.g., Train BIG, test small

Ramírez et al (2010) J Vision; Cichy et al (2010) J Vision; Cichy 
et al (2012) Neuroimage; Ramírez et al (2014) J Neurosci



MVPA: Interim conclusions:

• MVPA can detect information invisible to univariate analysis methods

• MVPA does not tell us HOW information encoded in the brain

• MVPA does tell that information about our experimental conditions 
is present in the set of voxels under study



Representational Similarity Analysis
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Artificial Neural Networks (70s)
David Marr (1982) Vision
    Object categorization & recognition
    Viewpoint invariance
Multi-layer neural networks (90s)

R. Shepard (70s)
  Representational spaces
     2nd order isomorphism 
     Non-metric Multidimensional Scaling (MDS)
P. Churchland vs J. Fodor (80s)
     Connectionist semantics

S. Ramón y Cajal, 1906
D. Hebb, 1949
Hubel & Wiesel, 1962
C. Gross 1970s

R. Shepard

Representational Similarities



Psychology & 
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Shimon Edelman

Poggio and Edelman (1990) Nature
A network that learns to recognize three-
dimensional objects.

Representational Similarities



“Representation is representation of similarities”

Shimon Edelman
World Brain

2nd order isomorphism

Representational Similarities



Psychology & 
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Neuroscience Computer Vision 

Shimon Edelman

Keiji Tanaka 1990s
Shape-tuned cortical columns 
in IT cortex (optical imaging)

Representational Similarities
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… MDS receives as input either the “patterns”
or, directly, a DISTANCE MATRIX

Representational Similarities
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Garrison Cottrell

Representational Similarities





Vector coding of Representational Similarities



Relating Representations using Distance Matrices
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Relating Representations using Distance Matrices
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Not so fast…

Matrix from Flack et al. (2019) J Neurosci (Figure 2)



Signal, noise, and the diagonal

Matrix from Flack et al. (2019) J Neurosci (Figure 2)



Lower triangular entries depend on the main diagonal

Matrix from Flack et al. (2019) J Neurosci (Figure 2)
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Expected pattern similarities 

Euclid
ean dist.

Cosine dist.

Ramírez et al. (2014) J Neurosci
Ramírez (2018) Neuroscientist

Ramírez et al., (2020) Neuropsychologia
Ramírez and Merriam (2020) Nature Comms

Revsine et al., (2024) J Neurosci



Influence of mean centering on RSA conclusions

Fig. from Revsine et al., (2024) J Neurosci

Garrido et al (2013) Front in Neurosci
Ramírez (2017) BioRxiv
Ramírez et al (2020) Neuropsychologia
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Original Fig. (intervened here) from 
Kriegeskorte et al. (2008) Front Syst Neurosci

Scannell and Young (1999) 
Diedrichsen et al (2011) Neuroimage
Ramírez et al (2014) J Neurosci
Ramírez and Merriam (2020) Nat Comms

Representational Similarity Analysis



“The most general approach to understanding the 
challenges facing perceptual systems is to cast them as 
problems in data analysis. For theorists, this perspective 
immediately raises the question of the dimensionality of the 
data, which strongly influences the appropriate 
mathematical approaches to making sense of it.” 

Shimon Edelman (2002) Nat Neurosci



The School of 
Athens,
Raphael 

Conclusions

• The study of representational similarities has a rich history in 
cognitive sciences

• Representational Similarity Analysis addresses the key 
challenge of putting data in a format amenable to comparisons 
between species, data modalities, and computational models

• The recommendation to abstract from the measurement 
process, however, is impractical.

• Incorporating information about signal to noise ratios and the 
measurement process can help mitigate biases

• Data demeaning across conditions not recommended and 
previously shown to lead to erroneous conclusions



Conclusions

• Multivariate Pattern Analysis (MVPA) 
• Can detect information invisible to mass univariate methods
• Do not tell us HOW information is encoded 
• Can tell us that information about our conditions is present in a set of voxels

• Representational Similarity Analysis (RSA) 
• Can help understand HOW information is encoded in the brain
• May be a way forward when the “correspondence” between data channels and 

model units is unknown
• However, the method’s flexibility comes at a cost
• RSA conclusions depend on analysis choices, such as pattern dissimilarity 

measure and data normalization strategies
• It is not generally advisable to “abstract from the measurement process” 

• Model guided approaches to RSA can help mitigate some of the method’s 
limitations, as well as improve the interpretability of empirical findings
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